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Integration accuracy of craniofacial cone-beam computed tomography

images with three-dimensional facial scans according to different

registration areas

Hussein Aljawada; Nara Kangb; Kyungmin Clara Leec

ABSTRACT
Objectives: To evaluate the integration accuracy of cone-beam computed tomography (CBCT)
images with three-dimensional (3D) facial scans according to different registration areas.
Materials and Methods: Twenty-five patients (14 males and 11 females), with a mean age of 19.0
6 11.3 years, were included in this study. Each patient underwent CBCT and facial scans on the
same day in an upright position. The facial scans were integrated with the corresponding soft-tissue
images of CBCT scans. Three methods were used to integrate the two imaging modalities based
on the facial regions scanned: R1, only the forehead and nasal bridge area were included; R2, the
right and left malar area were included; and R3, the forehead, nasal bridge, and malar areas were
included. The integration accuracy between the facial scans and CBCT images was evaluated by
color-mapping methods and average surface distances, calculated by measuring the 3D distances
between the surface points on the two superimposed images.
Results: The average surface differences between facial scans and CBCT images were less than
1.0 mm in all three methods. The R3 method showed fewer differences between the facial scans
and CBCT images than the other methods did.
Conclusions: Facial scans obtained using a low-cost facial scanner showed clinically acceptable
performance. The integration accuracy of facial and CBCT scans can be increased by including the
forehead, nasal bridge, and malar areas as registration areas. (Angle Orthod. 2022;93:66–70.)
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INTRODUCTION

Three-dimensional (3D) facial scanners are becom-

ing an increasingly essential tool for the analysis of

facial asymmetry as well as for monitoring patients

undergoing maxillofacial surgery. Because of the lack

of true color and surface texture on cone-beam

computed tomography (CBCT) images, the integration

of 3D facial scans with CBCT images has become an
important method for assessing craniomaxillofacial
surgical and nonsurgical treatments.1–3

With recent technological advancements, various
facial scanners have been introduced with different
technologies and advantages. Stereophotogrammetry
is the most common type of 3D surface imaging
system technology.4 Because of its fast capture speed
and ease of use, 3D stereophotogrammetry can be
used for 3D facial evaluation of patients following
craniomaxillofacial surgery. However, stereophoto-
grammetry scanners have the drawback of a large
footprint, high cost, and the need for meticulous
calibration, which make them unsuitable for daily
clinical practice.5

Structured-light 3D scanners use projected light
patterns and a camera system.6 Previous studies have
shown that structured light scanners have high
accuracy but require a long scanning time because of
inadequate coverage of the scanned object, namely,
the concave and convex areas of the face, such as the
nose, make the scanning time longer.6,7 In addition, as
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with all optical methods, reflective or transparent
surfaces cause difficulties. To overcome these disad-
vantages of 3D facial scanners, a photo-wrapping
technique that uses facial photos and CBCT scans has
been suggested.8,9 However, some anatomical struc-
tures such as the subnasal areas might be hidden
behind the shadow of other structures.

Recently, various low-cost facial scanners have
been introduced. They offer advantages such as lower
cost, quicker scan time, easy application to daily
clinical practice, and no requirement for extensive
calibration. Currently, 3D facial scans are currently
used only as an additional tool and are not used
independently for diagnosis and treatment evaluation
in patients undergoing maxillofacial surgery. However,
with the development of digital technology, 3D facial
scans are expected to be widely used in combination
with CBCT scans or intraoral scans. The purpose of
the present study was to evaluate the integration
accuracy of CBCT images with facial scans obtained
using a low-cost scanner.

MATERIALS AND METHODS

This study was approved by the Institutional Review
Board of Chonnam National University Dental Hospital
at Gwangju, Korea. Sample size calculations were
performed using the G*Power program (version
3.1.9.2; Heinrich-Heine-University, Düsseldorf, Ger-
many) with a statistical power of 80% and an alpha
error of 0.05. The sample size calculations indicated a
requirement of 25 patients. The sample consisted of 25
patients, 14 males and 11 females, with a mean age of
19.0 6 11.3 years. A CBCT scan and a 3D facial scan
were obtained on the same day of each patient’s visit.
Patients with cleft lip and palate and/or severe
dentofacial deformity were excluded. CBCT scans
were obtained with an Alphard Vega scanner (Asahi
Roentgen, Kyoto, Japan) under the following condi-
tions: 80 kV, 5 mA, 0.39-mm size, and 200-mm 3 179-
mm field of view. The CBCT scans were imported into
the imaging program 3D Slicer (open-source, multi-
platform, software package, version 4.11.0, http://www.
slicer.org) and were segmented using threshold,
islands, and scissors functions in the segment editor
tab. The segmented facial model of each patient was
exported as a stereolithography (STL) file format.

The 3D facial scans were obtained with the Bellus
3D facial scanner (Bellus 3D, ARC-1, Campbell, San
Francisco, Calif). Using the corresponding scanner
applications incorporated into the mobile device, the
patient’s face was scanned. Patients were instructed to
position their head in a defined area on the screen until
a green light showed up, indicating optimal position.
During the scanning process, the scanner application

showed a series of head-turning instructions on the top
of the screen, together with voice instructions (Figure
1). Vibration feedback was given following the suc-
cessful completion of each required head turn in
accordance with the instructions. After facial scanning,
the scan file was exported as an object (OBJ) file
format (Figure 2).

To integrate the STL file format of the CBCT scan and
OBJ file format of the facial scan, the two imaging
modalities were imported into 3D reverse-engineering
software (Rapidform 2006, Inus Technology, Seoul,
Korea). As unnecessary areas such as hair and ears
can increase the error range, the facial images were
trimmed along the hair line and in front of the tragus to
superimpose the two imaging modalities. Initial (global)
registration was achieved through the selection of three
corresponding points on the CBCT and facial scans.
Subsequently, regional registration was used to finalize
the registration. For regional registration, it was neces-
sary to designate the registration area. The forehead,
nasal bridge area, and malar area were included as
regions of interest. Three types of measurement
methods were implemented based on the region: (1)
only the forehead and nasal bridge area were included
as the registration area (R1), (2) the right and left malar
areas were included as the registration area (R2), and
(3) forehead, nasal bridge, and malar areas were
included as the registration area (R3). The registration
area was selected by using the function of coloring the
area in the software. Registration errors were evaluated
by measuring the 3D Euclidean distances between the
surface points on the two surface models by using the
shell/shell deviation function in the program. The
average surface differences between facial scans and
CBCT images were obtained using the shell/shell
deviation function of the software, which calculated the
closest distance between the thousands of points on the
two registered surface models using an iterative closest
algorithm (Figure 3).

Statistical Analysis

To evaluate the accuracy of the integration, the
average surface differences between facial scans and
CBCT images were calculated for each registration
method, and one-way analysis of variance (ANOVA)
was used to analyze the differences in the value of
shell/shell deviations based on the registration area.
Tukey test was used for post hoc comparisons, and
statistical significance was set as .05.

RESULTS

Table 1 shows the mean and standard deviation of
the shell/shell deviations, based on the three registra-
tion methods. The overall shell/shell deviations ranged
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from 0.77 mm to 0.93 mm. ANOVA revealed a

statistically significant difference between the methods

based on the registration area. The errors were

greatest with the R1 method. The R3 method had

significantly smaller errors than did the R1 and R2

methods. Therefore, the R3 method had the smallest

error. This finding indicated that registration accuracy

may be increased by including the frontal and malar

areas as the registration areas (Table 1).

DISCUSSION

The objective of this study was to assess the

integration accuracy of 3D facial scans obtained using

a device-connected, low-cost facial scanner with CBCT
images. Various 3D facial scanners have been used
for facial soft-tissue evaluation in patients with facial
asymmetry and in patients undergoing craniofacial
surgery.7,10 In the present study, 3D facial scans
obtained using the ARC1 scanner were integrated with
corresponding CBCT images, and the integration
accuracy was calculated according to different regis-
tration areas. The scanner uses cameras with simul-
taneous localization and mapping algorithms to detect
the patient’s head posture and to create a 3D facial
scan. The advantage of this scanner is that it is
inexpensive, light, portable, and convenient to use in
the clinical setting compared with other 3D facial
scanning systems such as a photo-wrapping technique
using a two-dimensional photo,9 stereophotogramme-
try scanning,11–15 and structured-light scanners.

When two data sets are compared for treatment
evaluation, the images are superimposed based on the
several landmarks, for example, cephalometric super-
imposition. However, for soft-tissue superimposition,
because of the limited number of landmarks on facial
soft tissue, a better technique of superimposition
including surface registration (surface-based superim-
position) is needed for image evaluation. The first step
for surface registration is the choice of three points that
can be used for initial and rough registration.16,17 The
number of points selected is not critical, because this is
just for initial and rough registration; three points are
recommended by the software. In addition, the

Figure 1. Facial scanner used in this study. (A) Scanning starts with the app incorporated on the mobile device. (B) Head turning required for full

head scan.

Figure 2. To integrate the facial scan into CBCT images, they were

exported to the following respective file formats: (A) STL file for CBCT

soft-tissue image; (B) OBJ file for facial scan.
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threshold value was set at 1 mm in the program. Based

on previous studies,16–19 the threshold value was set at

1 mm using the program function to remove outliers.

The surface registration method that uses the iterative

closest-point algorithm has been proposed in previous

studies.16,17 While comparing accuracy based on the

area of registration during the integration of two

imaging modalities, a larger area increased accuracy,

and that surface registration could also be used for an

integrated image.16,17 The registration areas used in

this study were the forehead, nasal bridge area, and

malar areas. In surface-based superimposition, initial

registration is followed by fine regional registration for

precise registration. While the initial registration is done

by choosing just three points, regional registration is

done based on certain regions that are stable and were

not changed. Considering that the superimposition of

facial soft tissue is mainly performed for treatment

evaluation or postsurgical evaluation, it is logical to

designate registration areas that are not related to the

Figure 3. The blue-colored area depicts the registration area selected in each regional registration. (A) Forehead and nasal bridge only. (B) Malar

area. (C) Forehead, nasal bridge, and malar areas. (D) Color-coded visualization charts show the differences between facial scans and CBCT

images after the registration procedure.

Table 1. Average Surface Differences According to the Registration Areas (mm)1

R1, Mean 6 SD R2, Mean 6 SD R3, Mean 6 SD P Value

Shell/shell deviation 0.93 6 0.23a 0.89 6 0.16a 0.77 6 0.21b 0.001

1 The same superscript letter indicates no statistical significance between the groups. R1, forehead and nasal bridge only; R2, malar area; R3,
forehead, nasal bridge, and malar area as registration area. SD indicates standard deviation.
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treatment site.20 Based on the results, the integration of
facial and CBCT scans can be performed by a surface
registration protocol including the forehead, nasal
bridge, and malar areas as registration areas.

Various superimposition methods can be used
depending on the purpose of the evaluation. Leonardi
et al.21 used voxel-based superimposition of CBCT
scans to evaluate changes in spheno-occipital syn-
chondrosis after rapid maxillary expansion. Kim et al.22

introduced an automated superimposition method
using six landmarks on lateral cephalograms for growth
evaluation. For soft-tissue evaluation, where the
number of landmarks is limited, surface-based super-
imposition using registration areas is suitable. In
addition, facial scans obtained using a low-cost device
can provide clinically acceptable performance. When
using such a device, chairside facial scanning can be
done and patients can view their facial scans imme-
diately, which would be helpful for patient management
and favorable communication between the patient and
clinician. In the near future, 3D facial scanning is
expected to be used for soft-tissue analysis, including
asymmetry or postsurgical swelling without CBCT.

CONCLUSIONS

� Facial scans obtained using a low-cost facial scanner
showed clinically acceptable performance.

� The integration accuracy of facial and CBCT scans
can be increased by including the forehead, nasal
bridge, and malar regions as registration areas.
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