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Can AI chatbots accurately provide information on orthodontic risks?
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ABSTRACT
Objectives: To evaluate and compare the validity and reliability of different artificial intelligence
(AI) chatbots in answering queries about potential orthodontic risks.
Materials and Methods: Answers to 20 frequently asked questions about the potential risks of
orthodontics were derived from daily consultations with experienced orthodontists and AI chatbots
(ChatGPT 4o, Claude 3.5 Sonnet, and Gemini 1.5 Pro). The questions were repeated three times
and submitted to the AI chatbots to assess the reliability of their answers. The answers from AI
chatbots were scored using a modified Global Quality Scale (GQS). Low- and high-threshold
validity tests were used to determine validity, and Cronbach’s alpha was used to evaluate the
consistency of the three responses to each of the 20 questions.
Results: In the low-threshold validity test, Gemini exhibited the highest overall performance. In
the high-threshold validity test, Gemini also showed the highest overall effectiveness, but there was
no significant difference observed among the three chatbots. All three chatbots demonstrated
satisfactory levels of reliability, with Gemini having the highest consistency.
Conclusions: AI chatbots have some potential in providing orthodontic risk information, but they
must be used cautiously and further optimized to improve their effectiveness in clinical practice.
(Angle Orthod. 2025;00:000–000.)
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INTRODUCTION

The rapid development of artificial intelligence (AI)
technology, especially large language models (LLMs)
such as ChatGPT developed by OpenAI, has resulted
in revolutionary changes in several domains since its
launch in November 2022.1 These LLMs have profoundly
changed various fields in many ways due to their ability to
build on complex concepts and generate appropriate
human-like text responses based on their extensive
training using Internet text data.2

There has been a significant increase in the use of
LLM tools and their applications in dentistry during the
past 2 years, helping professionals deliver better oral
treatment and healthcare. These tools have considerable
potential for image recognition, data report generation,
assisted diagnosis, and treatment planning.3–5 LLMs,
such as ChatGPT, Claude, and Gemini, are widely used
by clinicians, researchers, and other professionals;
patients can also obtain relevant information through
these AI chatbots without time and space constraints.2

With the increasing popularity of AI and the growing public
demand for information about conditions and treatments,
patients are turning to AI chatbots and online search
engines as a convenient source of medical and den-
tal information.6,7

Orthodontic treatment involves complex biomechanical
and esthetic considerations, and patients need to fully
understand the risks and challenges encountered during
treatment.8,9 However, if the risks of orthodontic treat-
ment are misrepresented, whether by exaggeration
or minimization, patients can easily make uninformed
decisions, leading to heightened anxiety, overlooked
complications, and dissatisfaction. Despite the excellent
performance of AI chatbots in handling daily queries,
their accuracy and reliability in providing orthodontic
risk disclosure require further inestigation.10 Therefore,
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the reliability of AI chatbots in answering queries about
potential risks associated with orthodontics needs to be
assessed.
This study was conducted to evaluate and compare

the validity and reliability of different AI chatbots in
answering queries about potential orthodontic risks.
The null hypothesis was that different AI chatbots would
not differ significantly in effectiveness and reliability when
answering queries about potential orthodontic risks.

MATERIALS AND METHODS

Data Collection

ChatGPT 4o, Claude 3.5 Sonnet, and Gemini 1.5 Pro
were chosen for this study, mainly based on their unique
performance advantages, to more fully reflect the
advanced nature of current AI models. These models
are currently the most advanced versions in their respec-
tive series and, therefore, reflect the current state of AI
technology.
A list of 20 frequently asked questions about the

potential risks of orthodontic treatment was carefully
compiled, covering a wide range of topics of general
concern to patients. The issues were derived from
the following two sources:

(A) First, 10 questions were selected based on practi-
cal questions frequently encountered in daily con-
sultations by five full-time orthodontists with many
years of clinical work experience.

(B) Using the prompt “20 frequently asked questions
about orthodontic risks,” the research team asked

each of the three AI chatbots questions and col-
lected their responses, totaling 60 frequently asked
questions about orthodontic risks. The responses
that closely resembled those provided by the ortho-
dontic team were then removed. Finally, the research
team selected an additional 10 questions based on
everyday clinical practice.

Twenty of the most representative issues were iden-
tified through this comprehensive selection process,
as shown in Table 1. Then, the questions were all pre-
sented to the three AI chatbots (ChatGPT 4o, Claude 3.5
Sonnet, and Gemini 1.5 Pro) on December 9, 2024. Each
question was asked three times to evaluate the reliability of
the responses, with each query initiating a new chat con-
versation. The main application programming interfaces of
each chatbot were used to simulate real-world interaction.

Scoring

All words related to the identity of each AI chatbot
were removed from responses to ensure blinding of
the evaluators. Responses were evaluated by a team of
five full-time orthodontists familiar with the current litera-
ture and experienced in clinical practice, and scored using
the modified Global Quality Scale (GQS), a tool used to
evaluate the quality of written materials in the medical
field. The scoring criteria for GQS were:

Score 1: Poor quality; most information is missing, of
no help to the patient.

Score 2: Overall poor quality; numerous key subjects
are absent, significantly restricting patient
utility.

Table 1. Frequently Asked Questions. (A) Questions Formulated By Orthodontists Through Their Daily Interactions With Patients; (B) Questions
Provided by AI Chatbots as the Top “Frequently Asked Questions” Related to Potential Orthodontic Risk

Question

A
1. Does orthodontic treatment lead to gingival recession?
2. Does orthodontic treatment cause fenestration and dehiscence?
3. Does orthodontic treatment result in the loosening of a tooth?
4. Is there a risk of temporomandibular joint (TMJ) problems during or after orthodontic treatment?
5. Do pregnancy and lactation affect orthodontic treatment?
6. Is there a risk of relapse after orthodontic treatment, and how can it be prevented?
7. Can orthodontic treatment lead to side effects in facial aesthetics?
8. Is there a possibility of root resorption during orthodontic treatment?
9. Can orthodontic treatment cause tooth decay or white spots on my teeth? How can that be prevented?
10. Is it possible for oral ulcers to occur during orthodontic treatment? What if this happens?

B
11. Are there any risks associated with tooth extractions for orthodontic purposes?
12. Is orthodontic treatment painful, and what kind of discomfort should I expect?
13. Are there any risks of orthodontic treatment affecting my speech?
14. Are there any risks associated with orthodontic X-rays?
15. What happens if a bracket or wire comes loose during orthodontic treatment? Is it dangerous?
16. Does orthodontic treatment lead to tooth sensitivity?
17. Are there any age-related risks during orthodontic treatment that I should know?
18. How long does orthodontic treatment usually take, and what happens if it takes longer than expected?
19. What can I do if I’m not satisfied with the progress or outcome of the orthodontic treatment?
20. Are there any risks specific to ceramic braces or clear aligners compared to metal braces for orthodontic treatment?
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Score 3: Medium quality; certain crucial details are
thoroughly examined, but other information is
discussed insufficiently.

Score 4: Good quality; most of the relevant information
listed is beneficial for the patient.

Score 5: Excellent quality; the process is excellent and
extremely useful to the patient.

Differences in scoring among team members were
addressed through evidence-based discussion regarding
context and contents. The final score was established
based on consensus achieved within the team. The pro-
cess is shown in Figure 1.

Statistical Analyses

Analysis of validity. Low-threshold validity test: A
chatbot was considered valid if all three responses
to a question received a score of 4 or above. Any answer
with a score lower than 4 was considered invalid.
High-threshold validity test: A chatbot was considered

valid only if all three answers to a question received a
score of 5. If any answer had a score less than 5, it was
considered invalid.
The chi-square test was used to compare the validity

of responses from various chatbot responses, with a sig-
nificance level of less than 0.05. All statistical analyses
were conducted using SPSS version 26 (IBM SPSS
Statistics, NY, USA).

Analysis of reliability.

• Reliability was defined by analyzing the GQS score
of chatbot responses to questions when repeated
under consistent conditions (three repetitions).

• Cronbach’s alpha was used to assess the consistency
of all three responses to 20 questions. Cronbach’s
alpha values ranged from 0 to 1, where 0 indicated
no consistency and 1 implied perfect consistency. A
Cronbach’s alpha value of � 0.70 was regarded as

an acceptable level of reliability as was considered in
previous medical and health-related studies.11

RESULTS

Each of the three chatbots answered 20 questions,
for a total number of 180 responses. The chatbots were
evaluated based on the GQS score. The average GQS
scores are shown in Figure 2. Additionally, low- and
high-threshold validity tests were conducted.

Low-Threshold Validity

Of the three chatbots, Gemini showed the highest
overall validity, with 19 of 20 responses (95%) classified
as valid. ChatGPT 4o and Claude AI both demonstrated
an overall validity of 75%, with 15 of 20 valid responses
(Figure 3). However, there were no significant differences
among ChatGPT 4o, Claude AI, and Gemini (Table 2).

High-Threshold Validity

As shown in Figure 4, Gemini demonstrated the high-
est overall validity, with 12 of 20 responses (60%) classi-
fied as valid, followed by Claude AI (55%) and ChatGPT
4o (50%). The high-threshold validity test revealed no
significant differences among the chatbots (Table 3).

Analysis of Reliability

All three chatbots exhibited satisfactory levels of reli-
ability. Gemini stood out with the highest overall consis-
tency, with a Cronbach’s alpha value of 0.95, followed
closely by ChatGPT 4o with a Cronbach’s alpha
value of 0.94, and Claude AI with a Cronbach’s alpha
value of 0.92.

DISCUSSION

Orthodontic treatment carries potential risks, including
tooth demineralization, gingival recession, and root

Figure 1. Flowchart of the study.
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resorption.12 With growing awareness of oral health,
more patients are concerned about these treatment
risks and are seeking more comprehensive information
to make informed treatment decisions. Exaggerating or
downplaying the potential risks of orthodontic treatment
can lead to patients making decisions based on inaccu-
rate information, increasing unnecessary anxiety or ignor-
ing potential complications, affecting treatment outcomes
and patient satisfaction, and potentially even leading

to legal liability issues. Therefore, ensuring that patients
receive accurate and objective risk-related information
is essential.
In the 21st century, patients often seek orthodontic-

related information from online resources, including
social media; however, the quality and reliability of this
information may often be questionable.13–15 Use of AI
in recent years has led to the development of AI chat-
bots that are revolutionizing healthcare. These chatbots

Figure 2. Mean scores for responses of chatbots with scoring on x-axis and questions on y-axis.

Figure 3. Analysis of valid and invalid responses in a low-threshold validity assessment.
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provide personalized medical support and education
based on individual needs and preferences.16 They are
powered by natural language processing and machine
learning algorithms. They can learn from patient interac-
tions and adjust responses accordingly, making the user
experience more natural and engaging.17 However,
assessment of the accuracy of the LLM responses to
questions about the potential risks of orthodontics
is lacking.
The source of the questions is a crucial factor in

assessing the effectiveness of chatbot responses. The
questions in this study were designed to reflect public
concerns regarding risks related to orthodontic treatment.
Some questions were developed through interactions
with five full-time orthodontists who contributed based
on their daily experiences with patients. Others were
derived using insights from three large data models that
identified common concerns about orthodontic risks as
expressed by the general public. These two sources were
integrated to obtain a more comprehensive perspective
regarding the information needs and potential anxieties of
individuals seeking orthodontic treatment.

For evaluating the effectiveness of AI chatbot
responses, two different thresholds (low and high
thresholds) were used to assess various levels of
needs and risk management within the field. The low
threshold applied to basic, low-risk interactions, such
as providing general oral health advice or scheduling
appointments where efficiency and convenience are
more important than precision. The high threshold was
applied to medical consultations requiring a high degree
of professionalism and precision, such as providing spe-
cific treatment recommendations or analysis of complex
cases. In these situations, the accuracy and reliability of
chatbot responses are crucial to ensuring patient safety
and treatment effectiveness.
In this study, Gemini performed best on the low-

threshold validity test, whereas Claude AI and ChatGPT
4o performed equally. In the high-threshold validity test,
Claude AI also exhibited the highest validity, but there
was no statistically significant difference observed
among the three AI chatbots. A previous study compared
the performance between two AI chatbots: ChatGPT and
Google Bard (now called Gemini), in answering general

Figure 4. Analysis of valid and invalid responses in a high-threshold validity assessment.

Table 2. Comparison Between Chatbots for Low-Threshold Validity
Testa

Comparison

ChatGPT

4o

Gemini

1.5 Pro

Claude 3.5

Sonnet

ChatGPT 4o - 0.077 1.000
Gemini 1.5 Pro 0.077 - 0.077
Claude 3.5 Sonnet 1 0.077 -

a Chi-square test.

Table 3. Comparison Between Chatbots for High-Threshold Validity
Testa

Comparison

ChatGPT

4o

Gemini

1.5 Pro

Claude 3.5

Sonnet

ChatGPT 4o - 0.525 0.752
Gemini 1.5 Pro 0.525 - 0.749
Claude 3.5 Sonnet 0.752 0.749 -

a Chi-square test.
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orthodontic questions; both provided accurate and com-
plete responses.18 In other dental fields, a study on end-
odontic information found no significant differences in
validity among Bing, ChatGPT 3.5, and Google Bard
during low-threshold validity assessments.19 How-
ever, significant differences were noted in the validity of
ChatGPT 3.5 compared with Bing and Google Bard in
high-threshold validity tests. The results of this study dif-
fered, likely due to two potential reasons. First, the evo-
lution of LLMs led to further development of chatbots
and their ability to generate responses,20 likely leading
to changes in responses compared with previous studies.
Also, chatbots may behave differently across various
fields due to different databases and algorithms.
In the low-threshold validity test, the responses of the

three chatbots showed high validity. However, there was
a significant decline in the effectiveness of their responses
when assessed using high-threshold criteria. This finding
highlighted how the quality of chatbot responses might
vary significantly under criteria of varying rigor, especially
in scenarios requiring more precise and specialized
medical information. The chatbots had a high overall
efficiency score. However, they may still make serious
errors in certain specific responses, potentially mislead-
ing the public. For example, when addressing a question
about orthodontics and temporomandibular joint (TMJ)
disease, Claude AI did not emphasize that the relation-
ship between orthodontic treatment and TMJ disorders
is still not fully understood.21 Instead, it agreed that
orthodontic treatment could cause TMJ disorders, giving
patients false preconceptions. Therefore, extra caution
is required in medical fields, especially in specialized
areas such as orthodontics. As each patient has spe-
cific conditions and risk factors, developing individual-
ized treatment plans is essential. Patients must be
discerning when relying on AI chatbots for medical
decisions and work closely with healthcare profes-
sionals to create treatment plans that consider their
unique individual needs.
Reliability, as a measure of consistency, is a key crite-

rion for evaluating chatbot performance. The chatbots
were built using deep learning models and they inher-
ently exhibit a certain degree of randomness, implying
that their responses may be unpredictable.19 One study
revealed that ChatGPT provided a different and faster
response when the same question was asked again or
at a different point in time.22 Therefore, the present study
assessed the reliability of three different chatbots in
terms of consistency among responses to questions
repeated at three different times. Results showed
that all three AI chatbots demonstrated an acceptable
level of reliability, which was greater than 0.7. Despite
room for improvement, performance of these chatbots
was satisfactory for providing consistent information
about potential orthodontic risks. The current study was

designed to evaluate the model multiple times (three
repetitions) over a relatively short period of time (one
day). The main purpose was to evaluate the consis-
tency and reliability of the model over a short period
of time to reflect its immediate performance in real-
world applications.
Overall, all three chatbots achieved satisfactory levels

of effectiveness and reliability. The null hypothesis was
rejected. This emphasizes the need for cooperation
between regulatory bodies and chatbot developers to
ensure accuracy of information and prevent the spread
of errors or misleading content to the public. In the
future, orthodontic specialty associations may choose
actively to form a team of experts to regularly evaluate
the quality of orthodontic information provided by chat-
bots and widely disseminate these evaluation results to
the public. This could lead to significant improvements
in the accuracy and reliability of the information.
This study also had some limitations. First, only 20

questions were used, which was not enough to cover
all orthodontic risks. Future studies should increase
the sample size of questions to better assess LLM per-
formance in orthodontics. Second, the team evaluating
GQS scores was not independent from the question for-
mulation group, which may have introduced some bias.
Future research should consider using separate teams
to enhance objectivity. In addition, this study evaluated
consistency of performance over a relatively short period
of time (one day). Future studies should consider longer-
term evaluations (3 months) to better assess stability
and reliability of the model.

CONCLUSIONS

• Gemini was the most effective and reliable AI chatbot
in answering questions about potential orthodontic
risks, followed by Claude AI and ChatGPT 4o.

• Although chatbots demonstrated reasonable reliability
in providing orthodontic information, continuous
improvement and customization are vital to optimize
their effectiveness in clinical practice.

• Collaborative effort is essential for addressing ethical
issues and guaranteeing the accuracy and credibility
of the information provided by AI platforms.
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